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Oncology Data Challenge in the Digital Age
• Current trends in technology & digitization generate growth across:

• the number of patients
• the dimensionality of longitudinal measurements
• the multimodality of data

> 40K patients
Liu et al, Nature Med (2022)

eg, Flatiron 
Clinicogenomic 
Database

eg, ctDNA

Boehm et al, Nature Reviews
Cancer (2021)

Seremet et al, J Transl. Med. (2019)
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A Brief History of Evolution in Tumor Dynamics for OS Prediction

From parametric/Cox to ML models

Tumor
Model

Link to 
Survival

2018 2020 2021

Num. 
of var.

2019

Num. of 
patients

~50 categorical+continuous

Cox, Random Survival Forest, 
Multi-layer Perceptron

n=7805n=1003

~20 categorical+continuous

Parametric/Cox

…

n=642

~20 categorical+continuous

Random Survival Forest

n=668

~30 categorical+continuous

Lasso, Random Forest, Boosting, 
Kernel Machine
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Explaining Nonlinear ML Models for Survival Predictions

Shapley Additive Values (SHAP) as a unifying way to 
both explain variable contribution (Φ) to ML model 
prediction and quantify contribution to the hazard 
function:

:

var. 1 var. 2

Lundberg et al, Nature Mach Intell (2020)

95% confidence intervals:
sampling with replacement
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Towards Next Generation Oncology Disease Modeling
Established TGI-OS Augmentation with Machine Intelligence

Parametric 
statistical 

model
Chosen tumor 

model

Disease agnostic

Nonlinear 
ML model

Data-driven,
interpretable
Neural-ODE

High 
Content 
Data

Potential benefits:
● Improved predictivity (at the patient and/or trial level)
● Cross-molecule learning
● Disease understanding & extrapolation

Chan et al, Prediction of overall survival in patients across solid tumors 
following atezolizumab treatments: A tumor growth inhibition–overall 
survival modeling framework, CPT:PSP (2021)

e.g.,
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Pan-Indication Machine Learning Model for TGI-OS
A single ML model able to predict across different solid tumors

Duda et al, ASCPT (2021)

Patient Data Across 
Solid Tumors

n=7668

Indication-Independent 
ML model

Advantages:
● Better predictivity 

(c-index≅0.8)
● Handles TGI 

non-evaluable
● Better extrapolation 

to novel tumor types

Model Explanation

ML inference of hazard 
rate for TGI
non-evaluable patients

Nonlinear 
ML model

Disease agnostic
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Pan-Indication Machine Learning Model Predicts Hazard Ratio

• Predicted hazard ratios (HRs) in 
test sets across 11 arms of 10  
clinical trials over 5 solid tumor 
cancer types in agreement with 
observed HRs

• Opportunities in tumor dynamic 
modeling:

• Enable prediction from earlier
tumor measurements

• Bias in tumor size predictions
• Use of multimodal data
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The Merging of Deep Learning with Dynamical Systems

Deep Learning
● Excels in approximating high 

dimensional/nonlinear functions
● Learn to improve model as data 

increases

Dynamical Systems
● Enables the assumption of a 

time-invariant system
● Enables the abstraction of 

longitudinal data to low, fixed 
dimensional metrics, p

Tumor Dynamics Neural-ODE (TDNODE): 
an autonomous dynamical system that 
learns from tumor dynamic data and 
enables extraction of metrics that can 
predict patient survival

Neural

ODE
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The Architecture of Tumor Dynamics Neural-ODE enhances Interpretability
Encoder-Decoder Architecture

Encoder: 
patient-specific 
data abstraction

Decoder: 
predictions using a
single system of ODEs 
based on metrics p

p
TDNODE
metrics

Benefits:
● Abstraction of patient data into a low-dimensional latent representation, p
● Representation of observed dynamics with a time-invariant dynamical system
● Interpretation of tumor metrics p and utilization in survival prediction

Data

Longitudinal 
measurements of 
Sum-of-Longest 
Diameters (SLD)

Overall 
Survival?

Prediction
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Data Augmentation Enables Robust Tumor Size Predictions
● Data augmentation can enrich existing data to improve accuracy & robustness of TDNODE
● Illustration of performing data augmentation on patient data using a 3 set of observation 

windows:

Data fed into 
the encoder

Prediction to 
be optimized

Data fed into 
the encoder

Data fed into 
the encoder
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TDNODE provides Accurate Tumor Predictions with Minimal Bias

Several formulations of tumor dynamic models 
are known to show biased predictions when data 
is truncated.

By the formulation of loss function and data 
augmentation, TDNODE provides minimal bias in 
predicting future tumor values:
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From Tumor Data to OS Predictions

TDNODE-OS.ML

Longitudinal measurements of 
Sum-of-Longest Diameters (SLD)

Pharmacometrics TGI-OS Modeling

Longitudinal measurements of 
Sum-of-Longest Diameters (SLD)

chosen tumor model

Chan et al, CPT:PSP (2021)

population approach

Select TGI metrics (eg, KG)

trial-and-error

Parametric Survival Model

variance-covariance matrix

OS curves & Hazard Ratio (median & 95% PI)

supervised ML

Encoder Output

supervised ML

sampling with replacement

OS curves & Hazard Ratio (median & 95% PI)
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TDNODE Metrics Can Accurately Predict Survival at the Individual Level
• While TDNODE metrics have only been trained on tumor dynamic (SLD) data, they can be used 

to predict patient OS: demonstrates improved predictive performance compared to TGImetrics

Model Inputs Input 
size

C-index 
via

5-fold 
CV

C-index 
on test 

set

TGI-OS.ML KG,
KS, 
TTG

3-dim 0.72±0.01 0.68

TDNODE-OS.ML p 6-dim 0.84±0.02 0.83

SLD→ →TDNODE
metrics

Fold 1

Fold 2

Fold 3

Fold 4

Fold 5

80
%

tra
in

in
g

se
t

TDNODE→ →OS
metrics

Fold 1

Fold 2

Fold 3

Fold 4

Fold 5

20
%

te
st

se
t

Test Test



14TDNODE Metrics Predict Survival Curve & Hazard Ratios

Longitudinal tumor data 

from Test Patients

Encoder XGBoost:
OS predictor

TDNODE
metrics

p

n=73 n=68 n=75

Model Predictions on n=216 (unseen) Test Patients
bootstrapped 500 times

Arm-1-vs-3

● Observed data:
○ HR=0.64 

[0.41, 1.00]
● TDNODE-OS.ML:

○ HR=0.62 
[0.47, 0.82]

Arm-2-vs-3

● Observed data:
○ HR=0.66 

[0.42, 1.02]
● ML model (test set):

○ HR=0.54 
[0.40, 0.72]
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Interpreting ML Survival Model & Influential TDNODE Metrics

SHAPanalysis: dependence of 
OSon p

Dependence of TDNODEmodel 

on parameter p
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Tumor Dynamics Neural-ODE as the Foundation for Incorporating Multimodal Data

Encoder Decoder

p

Data

SLD
+

ctDNA
+

Latent Patient 
Representation

Overall Survival

Prediction



17

Conclusion

• The increasing needs for highly predictive Oncology Disease Progression Models using 
longitudinal, multimodal data calls for advanced AI algorithms

• Tumor Dynamics Neural-ODE (TDNODE) provides an explainable DL approach that mirrors
the workflow of PMx TGI-OS paradigm

• TDNODE provides a principled foundation for incorporating multimodal with longitudinal 
data
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