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The Problem with Too Much Information

● Effectively use all the 
information
○ Scientific discoveries 

○ Decision making
● But reading all the text 

manually is infeasible
● The gap between available 

information and what we can 
effectively use is widening.

● What should we do? 



The Approach: Information Extraction

Named entity 
recognition 
(NER)

Relation 
extraction 
(RE)

Knowledge graphs



The Challenges of Biomedical NLP

● Large volumes with increasing generation speed

● Biomedical knowledge is very complex

● Very large numbers of entities, synonyms, and ambiguous names

● Conflicting information

● Understanding natural language is very hard

● Deep learning in NLP has been lagging behind some other areas



LitCoin NLP Challenge

https://ncats.nih.gov/funding/challenges/litcoin

• Organized by NCATS of NIH
• Nov 2021 – Feb 2022

• Entities
• Diseases
• Species
• Gene/proteins
• Mutations
• Chemical compounds
• Cell lines

• Relations
• Association
• Positive Correlation
• Negative Correlation
• Bind
• Cotreatment
• Comparison
• Drug Interaction
• Conversion

https://ncats.nih.gov/funding/challenges/litcoin


LitCoin NLP Challenge Winners

https://ncats.nih.gov/funding/challenges/litcoin/winners

LitCoin NLP Challenge 1st Place: JZhangLab@FSU

https://ncats.nih.gov/funding/challenges/litcoin/winners


Our Method: Fine-tuning Large Pre-trained Language Models

● Pre-train models
○ BERT, BioBERT, PubMedBERT abstract only, PubMedBERT fulltext, sentence BERT, 

RoBERTa, T5, BlueBERT, SciBERT and ClinicalBERT
● Tried many things

○ Loss functions, data augmentations, label smoothing, ensemble learning strategies, etc.

● Key components in both NER and RE:
○ Both NER and RE:

■ In-house script for data processing including sentence split, entity tagging, etc.
■ RoBERTa large and PubMedBERT models as baseline models
■ Ensemble modeling strategy that combines models trained with different parameter settings, 

different random seeds and at different epochs
■ Label smoothing

○ NER:
■ Using Ab3P for handling abbreviations
■ Checking NER consistency within the same document including the full-text part of the articles

○ RE:
■ A multi-sentence model for predicting relations at document level, which gave a very competitive 

baseline for relation extraction
■ Modified classification rule tailored for LitCoin scoring method



How Good Are the Latest Deep Learning Methods for NER and RE?

● For many NER and RE problems, NLP methods have 
reached human or near-human accuracy levels!
○ We only need to annotate a relatively small amount of text!

■ In LitCoin challenge, totally 500 PubMed abstracts were manually 
labeled.

● Protein-Chemical relation (PCR) extraction has reach 
human level as declared by the organizer of the last 
BioCreative challenge.
○ In BioCreative VI (2017), the best F1 score for PCR  

achieved by the participants is 69%.

○ In BioCreative VII (2021), the best F1 score for PCR 
reached 80%.



Biomedical Knowledge Discovery Engine (BioKDE)：an AI-powered 
Knowledge Discovery Platform

Unstructured Texts

？

Knowledge Graphs Knowledge Discovery 
using KGs

Diseases Gene/Proteins Chemical MutationsSpecies Cell lines

Genetic
Testing Pharmacovigilance Drug target

identification
Drug

repurposing



The Landing Page of BioKDE (BioKDE.com)



Relation Search in BioKDE



Search COVID-19 - Chemical Relations in BioKDE



Read the Literature on Relations in BioKDE



Search Disease – Gene Relations in BioKDE



Search Disease – Gene Relations in BioKDE



Read Literature on Relations in BioKDE



Search from a Node in a Knowledge Graph



Search from a Node in a Knowledge Graph



Relation Search in BioKDE



Searching Disease-Chemical Relations in BioKDE



Search Chemical – Disease Relations in BioKDE



Knowledge Navigation at BioKDE



Knowledge Navigation at BioKDE



Knowledge Navigation at BioKDE



Knowledge Navigation at BioKDE



Search Relations with Contexts



Searching Relations with Contexts



The Landing Page of BioKDE (BioKDE.com)





Knowledge Visualization



Future Work

● Fully incorporating LitCoin pipeline
● To be completed in Oct 2022
● Searching relation types and other enhancements

● Specific knowledge graphs and applications
● Building a toxicity KG for drug toxicity retrieval and 

prediction
● Drug-gene-disease KG for drug repurposing

● Working with NCATS on a new publishing model for 
structured biomedical knowledge
○ Stay tuned!
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Try BioKDE!

● Contact:
○ Dr. Jinfeng Zhang

○ Jinfeng@insilicom.com

mailto:Jinfeng@insilicom.com
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